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ABSTRACT
We address the insecurity problem for cryptographic protocols, for an active intruder and a bounded number of sessions. The protocol steps are modeled as rigid Horn clauses, and the intruder abilities as an equational theory. The problem of active intrusion – such as whether a secret term can be derived, possibly via interaction with the honest participants of the protocol – is then formulated as a Cap Unification problem. Cap Unification is an extension of Equational Unification: look for a cap to be placed on a given set of terms, so as to unify it with a given term modulo the equational theory. We give a decision procedure for Cap Unification, when the intruder capabilities are modeled as homomorphic encryption theory. Our procedure can be employed in a simple manner to detect attacks exploiting some properties of block ciphers.

Keywords: Rewriting, Unification, Protocol, Secrecy Analysis.

1. INTRODUCTION
Many automated reasoning systems have been designed for representing cryptographic protocols and verifying that they satisfy security properties such as secrecy and authenticity, or to discover bugs. Such systems are often based on model-checking, modal logics, equational reasoning, and resolution theorem-proving (e.g., [20, 3, 13]). Reducing the security problem to a constraint solving problem in a term algebra, modulo an equational theory, is among the most successful approaches: this reduction has proved to be quite effective on standard benchmarks and has also permitted the discovery of new flaws in several protocols (see, e.g., [4]).

In particular, it is possible to model encryption and decryption operations by convergent rewrite systems that are collapsing (right-hand sides are variables), expressing simply that decryption cancels encryption when provided with the right key. Then, extensions of narrowing techniques for semantic unification [15] can be applied to solve the constraints derived from the cryptographic protocol and the secrecy property that one wants to check. Several protocol decision procedures have been designed for handling more equational properties of the cryptographic primitives [17, 8, 7] Some works have tried to derive generic decidability results for some specific class of intruder theories [11, 5, 6]. These results address theories presented by rewrite systems where the rhs (right hand side) of every rule is a ground term, a variable or a subterm of the lhs. Concerning theories with a homomorphism operator, the only work for active intruders is [12], which presents decidability results for a class of monoidal theories containing exclusive OR, in combination with the homomorphism axiom. Their approach follows a classical schema for cryptographic protocol analysis, which proves first a locality result (see, e.g. [8]). The insecurity problem is then reduced to solving some linear Diophantine equations in a suitable algebra. It must be noted that none of these approaches handle homomorphic encryption over the pair operator.

In this paper, we present a novel approach that is simple, in the sense that it is closer to standard unification procedures. Standard equational unification actually turns out to be a particular case of Cap Unification, which is the basis for our inference system for active deduction.

The paper is structured as follows: Section 2 presents the preliminary notions, and in particular the basic Dolev-Yao rewrite system $DY$, and a system $HE$ for homomorphic encryption (non-convergent, as it is). The notions of Cap Constraints and Cap Unification are introduced in Section 3. In Section 4, we present an inference procedure to decide unification modulo a (homomorphic) theory induced by a convergent, single rule, subsystem $E_h$ of $HE$; the procedure
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is essentially syntactic, and is simpler than that given in [19] for Unification modulo One-sided Distributivity. The inference system for active deduction modulo $HE$ is given in Section 5; the idea is to reduce the problem of solving cap constraints over $HE$, via narrowing, to one of solving cap constraints over the single rule theory $\mathcal{E}_n$, and eventually to solving an $\mathcal{E}_n$-unification problem. The technique employed is simpler than those used in [5, 6], and we come up with a procedure for solving cap constraints which is shown to be sound, terminating and complete for our homomorphic encryption theory $HE$. The cap constraints modeling the protocols are assumed to satisfy some minor restrictive assumptions satisfied by all usual protocols.

2. SETTING THE STAGE

As usual, $\Sigma$ will stand for a ranked signature, and $X$ a countably infinite set of variables. $T = T(\Sigma, X)$ is the algebra of terms over this signature; terms in $T$ will be denoted as $s, t, \ldots$, and variables as $u, v, x, y, z, \ldots$, all with possible suffixes. If $f$ is a member of $\Sigma$ with at least one argument, then $f$ is a function symbol; and if $f$ has no arguments, it is a constant. We assume the signature to have finitely many constants. A rewrite rule is a pair of terms $(l, r)$ such that $l \succ r$, for some given reduction ordering $\succ$ on terms; it will be represented as usual, as $l \rightarrow r$. A rewrite system $R$ is a finite set of rewrite rules. The notions of reduction and normalization of a term by $R$ are defined symbols; $R$ is a finite set of rewrite rules. The notions of reduction and normalization of a term by $R$ are assumed known, as well as those of termination and of confluence of the reduction relation defined by $R$ on terms. $R$ is said to be convergent iff the reduction relation it defines on the set of terms is terminating and confluent.

In this paper, we are concerned with the insecurity problem of protocols, for instance, the problem where a message intended as secret is captured or deduced by an intruder. We model the homomorphic encryption theory as a convergent rewrite system $R$, that is a constructor system. By that we mean: the signature $\Sigma$ is a disjoint union $\Sigma_D \sqcup \Sigma_C$, the symbols in $\Sigma_C$ are called constructors, those in $\Sigma_D$ are called defined symbols; the top symbols of all left hand sides (lhs) of the rules of $R$ are defined symbols, all the other symbols are constructors. The protocol itself is modeled as a set of Horn clauses, referred to as protocol rules or protocol clauses, that we shall formally define farther down. Protocol insecurity is modeled in two different ways: passive, or active, deduction. Passive deduction models the intruder knowledge evolution without interaction with the protocol sessions, e.g. via eavesdropping. An inference system, called satisfaction of the cap closure, was given in [1] for passive deduction, and was shown to be complete for Dolev-Yao theories and a convergent theory of Homomorphic Encryption (“Encryption distributes over pairs”). Our concern in this paper is Dolev-Yao plus Homomorphic Encryption in the case of active intruders. The following Dolev-Yao theory $DY$, with signature $\Sigma = \{\pi_1, \pi_2, p, e, d\}$, underlies all known formalisms for passive or active deduction:

$$
\begin{align*}
\pi_1(p(x, y)) & \rightarrow x \\
\pi_2(p(x, y)) & \rightarrow y \\
d(e(x, y), y) & \rightarrow x
\end{align*}
$$

The homomorphic encryption theory that we consider – denoted as $HE$ in the sequel – extends $DY$ with the following rule:

$$
e(p(x, y), z) \rightarrow p(e(x, z), e(y, z))
$$

In these theories, ‘$p$’ means pair, ‘$e$’ is encryption, ‘$d$’ is decryption, ‘$\pi_1$’ (resp. ‘$\pi_2$’) is the projection onto the left (resp. right) component of a pair. It is important to note that our $HE$ differs from the system considered in [1] and in [2]: the following two rules

$$
e(d(x, y), y) \rightarrow x, \quad d(p(x, y), z) \rightarrow p(d(x, z), d(y, z))
$$

are not included in ours. And as it is, our $HE$ is not convergent; but, as we shall be seeing farther down, it suffices to add one ‘meta’-reduction rule to get a convergent system that is equivalent. In our approach developed below, the convergent subsystem of $HE$ consisting of the single rule $e(p(x, y), z) \rightarrow p(e(x, z), e(y, z))$ will be playing a crucial role; it will be denoted as $\mathcal{E}_n$. Intruder knowledge evolution is modeled as forming the cap closure, in the sense of the following definition – by instantiating $SYM$ as a suitable subset of the symbols in $\Sigma$ – of a finite set of terms $S$ that models the ‘current’ intruder knowledge; and adding further terms to this knowledge, via certain $R$-narrowing steps on the terms of this closure:

**Definition 1.** Let $S$ be a given set of terms, and $SYM$ a set of function symbols. Then $Cap(S, SYM)$ is the set of terms defined as follows:

- $S \subseteq Cap(S, SYM)$

- If $t_i \in Cap(S, SYM)$, for all $1 \leq i \leq n$, and $f \in SYM$ is of arity $n$, then $f(t_1, t_2, \ldots, t_n) \in Cap(S, SYM)$.

(Iterminated in the definition above, that if $f$ is $\pi_1$ or $\pi_2$, then its argument $t$ must be a pair.) For modeling active intruder deduction, we need to account for the intruder interactions with the protocol steps. With that purpose, we first model the protocol as a set of protocol rules or protocol clauses (also called deduction rules in the literature); these are defined as follows:

**Definition 2.** A protocol rule is a pair $\{\{t_1, \ldots, t_n\}, t\}$ where the $t_i$’s and $t$ are all terms; it will be denoted as $\{t_1, \ldots, t_n\} \triangleright t$.

**Semantics:** if $\sigma$ is a substitution such that the terms $t_i\sigma$, $1 \leq i \leq n$, are already part of the intruder knowledge, then $(\sigma) t$ can deduce the term $t\sigma$.

If $R$ is a given convergent constructor system, and $E$ the associated equational theory, a protocol rule $\{t_1, \ldots, t_n\} \triangleright t$ is said to be an $R$- or $E$-constructed protocol rule if no function symbol in the rule is a defined symbol of $E$.

Protocol rules are used to simulate a protocol step in a protocol session. We only consider the analysis of one protocol session, since the case of several sessions can be reduced to that of a single session, via standard techniques ([11]).
Thus, every protocol rule is used only once; and when the variables of a rule are instantiated, their values are propagated to all the other rules; the variables of a protocol rule are often said to be ‘rigid’ variables.

Our next step will be to model every step of a protocol session as a Cap Constraint, and propose a technique called Cap Unification, to solve the set of all such constraints. (Note: Cap constraints have also been called “Deducibility constraints” in many related works; cf. e.g. [8, 18].)

3. CAP CONSTRAINTS

In this section, \( R \) is any given, convergent, rewrite system over some signature \( \Sigma, \mathcal{E} \) the equational theory of \( R \), and SYM is any given set of symbols from \( \Sigma \).

Definition 3. A cap constraint is a constraint written in the form \( \mathcal{S} \vdash_{(\Sigma, \mathcal{E})} t \), where \( \mathcal{S} \) is a set of terms, and \( t \) is a term. It is solvable iff there exists \( s \in \text{Cap}(\mathcal{S}, \text{SYM}) \), and a substitution \( \sigma \) s.t. \( s = \tau \sigma \mod \mathcal{E} \). We call \( \sigma \) a solution of \( \mathcal{S} \vdash_{(\Sigma, \mathcal{E})} t \).

An \( \mathcal{E} \)-equation (or just ‘equation’) is, as usual, an \( \mathcal{E} \)-equality constraint of the form \( s = t \), where \( s \) and \( t \) are terms; if the theory \( \mathcal{E} \) is obvious from the context, we simply write \( s = t \); for ease and uniformity of presentation, we agree to identify it with the ‘special’ cap constraint \( s \vdash_{(\Sigma, \mathcal{E})} t \), whose lhs is now the term \( s \) (not a set of terms); if we also agree to set \( \text{Cap}(s, \text{SYM}) = \{s\} \), then obviously solving the special cap constraint reduces to \( \mathcal{E} \)-unifying \( s \) and \( t \).

Definition 4. Let \( \Gamma = \{S_i \vdash_{(\Sigma, \mathcal{E})} t_i, 1 \leq i \leq n\} \), be any set of cap constraints (some of which may be special). A substitution \( \sigma \) is a solution for \( \Gamma \) iff \( \sigma \) is a solution for every cap constraint in \( \Gamma \).

From Protocol to Cap Constraints:

We show here how to generate a set of cap constraints from a strand space that ‘describes’ a protocol session. The idea is similar to that given in [18]. We begin with a definition, essentially as in [14]:

Definition 5. (i) Let \( A \) be a set, the elements of which are the possible messages that can be exchanged between principals in some given protocol session \( P \). A signed term is a pair \( (\sigma, a) \) with \( a \in A \), and \( \sigma \in \{+, -\} \). As usual, \((\pm A)^* \) is the set of all finite sequences of signed terms, an element of which will be typically denoted as \( (\sigma_1, a_1), \ldots, (\sigma_n, a_n) \). A signed term \( (\tau, t) \) is generally written as \( +t \) or \(-t \).

(ii) A strand space for the protocol session \( P \) is then defined as a finite set \( \mathcal{S} \) of signed terms (over some given signature), together with a trace mapping \( \tau : \mathcal{S} \rightarrow (\pm A)^* \).

Given a strand space \( \mathcal{S} \) for \( P \), we define a node \( n \) as a pair \( (s, i) \), with \( s \in \mathcal{S} \) and \( i \) an integer satisfying \( 1 \leq i \leq \text{length}(\tau(s)) \); for any such node \( n \), we set \( \text{index}(n) = i \), and \( \text{stem}(n) = s \). The set of all nodes will be denoted by \( N \). If \( n_1, n_2 \in N \), then \( n_1 \rightarrow n_2 \) means \( \text{stem}(n_1) = +a \) and \( \text{stem}(n_2) = -a \) for some \( a \in A \). Semantically this is to be seen as: node \( n_1 \) sends the message \( a \), which is received by \( n_2 \), thus creating a causal link between their strands. If \( n_1, n_2 \in N \), then \( n_1 \Rightarrow n_2 \) means \( n_1, n_2 \) occur on the same strand with \( \text{index}(n_1) = \text{index}(n_2) - 1 \). In other words, \( n_1 \) is an immediate causal predecessor of \( n_2 \) on the strand.

A strand space describing a protocol session \( P \) can be seen as a directed graph \( G \) with two types of edges: \( n_1 \rightarrow n_2 \) and \( n_1 \Rightarrow n_2 \). For our purposes here, we shall treat both types of edges alike. It should be clear that the graph is acyclic and has a unique linear ordering (corresponding to the sequential ordering of the messages exchanged, during the given protocol session). We denote by \( \text{Pos}(G) \) (resp. \( \text{Neg}(G) \)) the total number of positive (resp. negative) nodes in \( G \); and by \( \text{pos}(G) \) (resp. \( \text{neg}(G) \)) the \( i \)-th positive (resp. negative) node on \( G \) under the linear ordering. In intuitive terms: \( \text{pos}(G) \) (resp. \( \text{neg}(G) \)) corresponds to the message sent (resp. received) at the \( i \)-th step of the protocol session.

Let \( \mathcal{S} \) be a strand space for a protocol session \( P \), and let \( G \) be the corresponding directed graph. Then, to any given deduction problem on \( P \), and any given set of random natural numbers \( \text{rand} = \{i_1, i_2, \ldots, i_n \mid i_k < \text{Pos}(G), 1 \leq k \leq n\} \), we can associate, in a natural manner, a set of cap constraints. (Intuitively \( \text{rand} \) is a nondeterministic guess on which message exchanges are useful to the intruder; the idea is similar to that given in [18].) For instance, let the random sequence \( \text{rand} \) be given, and suppose the deduction problem is whether an intruder gets to know a message \( m \) intended secret for him/her. Let \( \text{Kinit} \) be the set of (ground) terms forming the intruder’s initial knowledge. We then generate the following cap constraints (where, by \( \Sigma \) we mean a superset of the set of symbols in the intruder theory \( \mathcal{E} \)):

\[
\lambda_k = \text{Kinit} \cup \{\text{term}(\text{pos}(G)) \mid i \in \text{rand}, i < i_k\} \vdash_{(\Sigma, \mathcal{E})} \text{term}(\text{neg}(G)),
\]

for every \( 1 \leq k \leq n \); and

\[
\lambda_{n+1} = \text{Kinit} \cup \{\text{term}(\text{pos}(G)) \mid i \in \text{rand}\} \vdash_{(\Sigma, \mathcal{E})} m
\]

where \( \text{term}(\text{pos}(G)) \) (resp. \( \text{term}(\text{neg}(G)) \)) denotes the unsigned (usual) term at the \( i \)-th (resp. \( k \)-th) node on the graph \( G \).

Illustrative Example: As a concrete example, we consider the following “NEEDHAM-SCHROEDER SYMMETRIC KEY PROTOCOL” ([9]), which aims to establish a fresh shared symmetric key \( K_{ab} \), for mutual authentication of the participants: in any session, the value of \( K_{ab} \) is to be known only to the participants playing the roles of \( A, B \) and \( S \) in that session.

\( A, B, S \): principals
\( N_a, N_b \): fresh nonces
\( K_{aa}, K_{bb} \): symmetric keys
\( K_{ab}, A \): number → number
\( 1. A \rightarrow S: A, B, N_a \)
\( 2. S \rightarrow A: \{N_a, B, K_{ab}, \{K_{ab}, A\}\} K_{aa} \)
\( 3. A \rightarrow B: \{K_{ab}, A\} K_{aa} \)
\( 4. B \rightarrow A: \{N_b\} K_{ab} \)
\( 5. A \rightarrow B: \{\text{succ}(N_b)\} K_{ab} \)

The strand trace for \( A \) is:
As discussed above, we set \( p(e(p(x, B), K_{aa}), x) \) as the secret message (the goal). If we set \( \text{rand} = \{1\} \), we then generate the following constraints, corresponding to the two questions above.

i. \( \{A, B, N_a\} \vdash (p(p(x, B), K_{aa}), p(A, B), N_a) \)

ii. \( \{A, B, N_a\} \vdash e(p(p(p(N_a, B), K_{aa}), e(p(K_{ba}, A), K_{ba})), K_{aa}) \)

\[
\begin{align*}
\Gamma \cup \{f(s_1, s_2, \ldots, s_m) = f(t_1, t_2, \ldots, t_m)\} & \Rightarrow \\
\Gamma \cup \{s_1 = t_1\} \cup \{s_2 = t_2\} \cup \cdots \cup \{s_m = t_m\} & \Rightarrow \\
\{\text{Variable Substitution}\} & \Gamma \cup \{x = t\} \Rightarrow \sigma \cup \{x = t\}
\end{align*}
\]

Let \( x \neq t \) and \( x \in \text{Vars}(t) \).

Note: The Std Decomposition rule covers, in particular, the so-called Perfect Encryption assumption:

\[
e(x, k) = e(y, k) \Rightarrow y = y; \quad e(x, k) = e(x, k') \Rightarrow k = k'.
\]

\begin{itemize}
  \item \textbf{(Trivial)} \( \Gamma \cup \{t = t\} \Rightarrow \Gamma \)
  \item \textbf{(Std Decomposition)} \( \Gamma \cup \{f(s_1, s_2, \ldots, s_m) = f(t_1, t_2, \ldots, t_m)\} \Rightarrow \Gamma \cup \{s_1 = t_1\} \cup \{s_2 = t_2\} \cup \cdots \cup \{s_m = t_m\} \Rightarrow \Gamma \)
  \item \textbf{(Variable Substitution)} \( \Gamma \cup \{x = t\} \Rightarrow \Gamma \cup \{x = t\} \Rightarrow \sigma \cup \{x = t\} \)
  \item \textbf{\{Occur Check\}} \( \Gamma \cup \{x = t\} \Rightarrow \text{fail} \)
\end{itemize}

\begin{itemize}
  \item if \( t \neq x \) and \( x \in \text{Vars}(t) \)
\end{itemize}

Preliminaries for Homomorphic Pattern rules.

We begin with the following definition.

**Definition 6.** The positions of a single variable term \( x \) is \( \text{pos}(x) = \{i\} \); and the positions of a term \( f(t_1, \ldots, t_n) \) are: \( \text{pos}(f(t_1, \ldots, t_n)) = \{i\} \cup \{i : p \in \text{pos}(t_i), 1 \leq i \leq n\} \).

So a position is a sequence of integers indicating a path in the tree representation of a term. For each position \( q \) in a term \( t \), we define new functions \( \text{ppos} \) and \( \text{epos} \) which represent the subsequence of \( q \) representing \( p \) symbols and \( e \) symbols respectively.

We define \( \text{ppos}(q, t) \) inductively as follows. The base case is \( \text{ppos}(e, t) = e \). The inductive step is \( \text{ppos}(i \cdot q, t) = i \cdot \text{ppos}(q, t) \) if the symbol at the top of \( t \) is \( 'p' \), and \( \text{ppos}(i \cdot q, t) = \text{ppos}(q, t) \) if the symbol at the top of \( t \) is \( 'e' \).

Similarly we define \( \text{epos}(q, t) \) such that \( \text{epos}(e, t) = e \) and \( \text{epos}(i \cdot q, t) = i \cdot \text{epos}(q, t) \) if the symbol at the top of \( t \) is \( 'e' \), and \( \text{epos}(i \cdot q, t) = \text{epos}(q, t) \) if the symbol at the top of \( t \) is \( 'p' \).

For example, consider the term \( t = p(e(p(x, y), k), z) \); the variable \( y \) is at position \( 112 \) on \( t \). We have:

\[
\begin{align*}
\text{ppos}(112, t) & = 1 \cdot \text{ppos}(12, e(p(x, y), k)) = 1 \cdot \text{ppos}(2, p(x, y)) = 1.2; \\
\text{epos}(112, t) & = \text{epos}(12, e(p(x, y), k)) = \text{epos}(2, p(x, y)) = 1.
\end{align*}
\]

Let \( t_1, t_2 \) be any two terms, \( q_1 \) a position in \( t_1 \), and \( q_2 \) a position in \( t_2 \). The position-terms \( (q_1, t_1) \) and \( (q_2, t_2) \) are said to be incompatible if at least one of the following holds:

1. \( \text{ppos}(q_1, t_1) \) is a proper prefix of \( \text{ppos}(q_2, t_2) \); or
2. \( \text{ppos}(q_1, t_1) = \text{ppos}(q_2, t_2) \), \( \text{epos}(q_1, t_1) \neq \text{epos}(q_2, t_2) \) and \( \text{epos}(q_1, t_1) \) and \( \text{epos}(q_2, t_2) \) contain only 1's in their sequences.
Two position-term pairs are said to be compatible if they are not incompatible.

A pair of terms \(t_1, t_2\) are said to be in phase iff for all positions \(q_i\) in \(t_1\) and \(q_j\) in \(t_2\) such that \(t_1|q_i = t_2|q_j\), the position-term pairs \((q_1, t_1), (q_2, t_2)\) are compatible. The terms \(t_1\) and \(t_2\) are said to be out of phase iff they are not in phase; they are out of phase on variable \(x\) iff there exist positions \(q_1\) in \(t_1\) and \(q_2\) in \(t_2\) such that \(t_1|q_1 = t_2|q_2 = x\) and the position-term pairs \((q_1, t_1), (q_2, t_2)\) are incompatible. (Note: This actually is a generalized occur-check condition on the variable \(x\).) Note that every term is in phase with itself. A position \(q\) in a term \(t\) is said to be a non-key position iff \(\text{epos}(q, t)\) contains only 1's. For any two terms that are equivalent to each other modulo \(\mathcal{E}_h\), we have the following result:

**Lemma 1.** Let \(s\) and \(t\) be terms such that \(\mathcal{E}_h \models s = t\). Then \(s\) and \(t\) are in phase on variables at non-key positions.

**Proof.** Let \(s\) and \(t\) be terms such that \(\mathcal{E}_h \models s = t\), then there is an equational proof of \(s = t\) using the equation \(\mathcal{E}_h\). Suppose that this proof has \(n\) steps. We will prove that \(s\) and \(t\) are in phase, by induction on \(n\). In the base case, suppose that \(n = 0\), then \(s\) and \(t\) are syntactically equal to \(t\), so \(s\) and \(t\) are in phase. For the induction step, note that \(\mathcal{E}_h\) preserves the properties of being in phase.

If two terms \(s\) and \(t\) are out of phase on some variable, then for any substitution \(\sigma\), the terms \(\sigma \cdot s\) and \(\sigma \cdot t\) are out of phase. The Homomorphic Pattern inferences will contain a ‘Failure’ rule, such that the unification problem will ‘Fail’ if applied to an equation \(s = t\) where \(s\) and \(t\) are out of phase on a variable at a non-key position. (Note however, that this is an “iff”, and not an “if”; indeed any two different constants \(a, b\) are in phase.)

Next we show, that the non-key positions of \(t_1\) and \(t_2\) have a certain relationship if \(t_1\) is equivalent to \(t_2\) modulo \(\mathcal{E}_h\).

**Lemma 2.** Let \(t_1\) and \(t_2\) be terms such that \(\mathcal{E}_h \models t_1 = t_2\). Let \(q_i\) be a non-key position in \(t_1\). Then there exists a position \(q_2\) in \(t_2\) such that \(\text{ppos}(q_i, t_1) = \text{ppos}(q_2, t_2)\) and \(\text{epos}(q_i, t_1) = \text{epos}(q_2, t_2)\).

**Proof.** Since \(\mathcal{E}_h \models t_1 = t_2\), there is an equational proof of \(t_1 = t_2\) using the single equation \(\mathcal{E}_h\). Suppose that this proof has \(n\) steps. We prove by induction on \(n\) that the above properties hold. If \(n = 0\), then \(t_1\) is syntactically equal to \(t_2\), so we can set \(q_2 = q_1\). For the induction step, suffices to note that \(\mathcal{E}_h\) preserves the properties to be proved.

The Homomorphic Pattern rules will also incorporate the following principle: if \(e(x, k)\) is a pair, then the argument encrypted – namely \(x\) – must itself split as a pair. But with a view to not increase the number of unsolved variables of the problem, these rules will be formulated as macro (or hyper) rules, which group several such inferences into one single inference.

The macro rules will be formulated by using a suitable representation of terms, using two new symbols: \(E\) and \(P_e\), where \(v\) is some sequence of finite strings over the alphabet \(\{1, 2\}\); we agree to refer to such sequences simply as bit string sequences. Informally, a term with \(P_e\) on top is a certain representation for a term with \(p\) as top-symbol; similarly, a term with \(E\) on top represents a term with \(e\) as top-symbol. For instance, the \(P\)-representation of the ‘usual’ term \(p(p(e(a, k), e(b, k'))\) is:

\[
P_{1,1,2,2}(e(a, k), e(b, k'), e(c, k''))
\]

And the \(E\)-representation of the usual term \(e(e(a, k_1), k_2)\) is \(E(a, k_1, k_2)\). But only ‘legal’ bit string sequences \(v\) can lead to meaningful terms with \(p\) on top. Such sequences are defined, inductively, as follows:

- The empty string \(\epsilon\) is a legal bit string sequence (it is of length 0).
- If \(v = a_1, \ldots, a_n\) and \(w = b_1, \ldots, b_m\) are legal sequences of respective lengths \(n, m\), then \(v, w = 1a_1, \ldots, 1a_n, 2b_1, \ldots, 2b_m\) is a legal sequence, of length \(n + m\).

We now define formally the \(P_e\) and \(E\)-representations of a term:

\((P)\): Define a position \(q\) in a term \(t\) to be a pure \(p\)-position in \(t\) iff \(\text{epos}(q, t) = e\). We say that \(q\) is a maximal pure \(p\)-position in \(t\) iff \(q\) is a pure \(p\)-position in \(t\), and \(q\) is not a proper prefix of any pure \(p\) position in \(t\).

For instance, let \(t = p(p(a, b), e(p(c, d), k))\), then the pure \(p\)-positions in \(t\) are the positions where the subterms \(p(a, b), a, b, e(p(c, d), k)\) are in phase. And the maximal pure \(p\)-positions in \(t\) are the positions of the subterms \(a, b, c, d\) and \(e(p(c, d), k)\).

The \(P\)-representation of a term \(t\) is then \(P_{q_1, \ldots, q_n}(t_1, \ldots, t_m)\) where \(\{q_1, \ldots, q_n\}\) is the lexicographically ordered set of maximal pure \(p\)-positions in \(t\), and for all \(i, t_{q_i} = t_i\).

\((E)\): Define a position \(q\) in term \(t\) to be a pure \(c\)-position in \(t\) if \(\text{ppos}(q, t) = e\). If \(q\) is a pure \(c\)-position in \(t\), and \(q\) either contains no \(2\) at all or contains \(2\) only as the last element of the sequence, then \(q\) is said to be a \(\text{penuk}\)-position in \(t\).

(penuk abbreviates ‘pure \(e\)-position not under a key’.). We say that \(q\) is a maximal \(\text{penuk}\)-position in \(t\) if \(q\) is a \(\text{penuk}\)-position in \(t\), and \(q\) is not a proper prefix of any \(\text{penuk}\)-position in \(t\).

For instance, if \(t = e(e(a, b), e(c, d))\), then every position in \(t\) is a pure \(c\)-position in \(t\). Every position in \(t\) is a \(\text{penuk}\)-position except for \(21\) and \(22\), where \(c\) and \(d\) occur. The maximal \(\text{penuk}\) positions are the positions where \(a, b, c, d\) occur. (The reader can now see why the name \(\text{penuk}\): the terms \(c\) and \(d\) are inside the key \(e(c, d)\) that encrypts the message \(e(a, b)\).

The \(E\)-representation of a term \(t\) is then \(E(t_1, \ldots, t_n)\) where \(\{q_1, \ldots, q_n\}\) is the set of all maximal \(\text{penuk}\)-positions in \(t\) written in lexicographic order, and for all \(i, t_{q_i} = t_i\).

Remark: The \(P\)-representation (resp. \(E\)-representation) of a usual term \(t\) normalizes to its usual representation, under the rewrite rules \(P\) (resp. \(E\) below): \(P(t) \rightarrow t\).
(E):  \[ E(t) \rightarrow t \]
\[ E(t, k_1, \ldots, k_{n-1}, k_n) \rightarrow e(E(t, k_1, \ldots, k_{n-1}), k_n) \]

We may now formulate the Homomorphic Pattern rules.

- **(Shaping)**
  \[ \Gamma \cup \{ P_e(t_1, \ldots, E(x, k_{m_1}, \ldots, k_m), \ldots, t_l) = E(s, k_1, \ldots, k_n) \} \]
  \[ \Rightarrow \]
  \[ \Gamma \cup \{ P_e(t_1, \ldots, E(x', k_{m_1-1}, k_{m_1}, \ldots, k_m), \ldots, t_l) = E(s, k_1, \ldots, k_n) \} \]
  \[ \cup \{ x = E(x', k_{m_1}, k_{m_1-1}) \} \]

where \( x' \) is a fresh variable, \( v \) is a (legal) bit string sequence, and \( n \geq m > 1 \).

- **(Failure)**
  \( i \)
  \[ \Gamma \cup \{ s = t \} \Rightarrow \text{Fail} \]
  if \( s, t \) are out of phase on some variable at a non-key position (i.e., with \( \text{epos} \) containing only 1’s). \(^3\)

  \( ii \)
  \[ \Gamma \cup \{ P_e(t_1, \ldots, E(t_i, k_{m_1}, \ldots, k_{m_1-1}), \ldots, t_l) = E(s, k_1, \ldots, k_n) \} \Rightarrow \text{Fail} \]
  where \( v \) is a (legal) bit string sequence, \( t_i \) not a variable, and \( m < n \).

- **(Parsing)**
  \[ \Gamma \cup \{ P_e(t_1, k_{m_1}, \ldots, k_{m_1} \ldots, E(t_i, k_{m_1} \ldots, k_{m_1}), \ldots, t_l) = E(s, k_1, \ldots, k_n) \} \]
  \[ \Rightarrow \]
  \[ \Gamma \cup \{ P_e(t_1, k_{m_1}, \ldots, k_{m_1-1} \ldots, E(t_i, k_{m_1} \ldots, k_{m_1-1}), \ldots, t_l) = E(s, k_1, \ldots, k_n) \} \]
  \[ \cup \{ k_{m_1} = k_{m_2} = \cdots = k_{m_l} = k_m \} \]

where \( v \) is a (legal) bit string sequence.

The Homomorphic Pattern rules are to be performed en bloc together with the Variable Substitution rule given above, by which we mean: whenever one of these ‘Homomorphic Pattern’ rules or the ‘Variable Substitution’ rule applies, none among the remaining rules shall be applied. The ‘Shaping’ rule helps make the terms being unified to be ‘well-structured’. The ‘Parsing’ rule takes a pair of ‘well-structured’ terms, and solves for them with a macro inference, based on the above mentioned principle of ‘encryption distributes over pairs’. The ‘Failure’ rule tries to detect failure as early as possible, and is always applied the most eagerly among all rules. Failure rule \( i \) is sound by Lemma 1, while Failure rule \( ii \) corresponds to the case where the two terms considered have different numbers of keys, but Shaping is inapplicable.

A simple example of Failure \( i \) rule is for \( p(x, y) = e(x, k) \). The \( x \) in \( p(x, y) \) is considered as an encryption with zero keys. The \( x \) in \( e(x, k) \) is in an encryption with 1 key. By the footnote of Failure \( i \) we fail because \( 0 < 1 \). Note also that \( p(x, y) \) and \( e(x, k) \) are out of phase on \( x \).

The \( E_h \)-Unifn procedure is defined by all the above rules and the rules for syntactic unification. We explicitly make the following assumption: the equations of our problems are given in \( E_h \)-normal form, and any new equation derived under the inferences is kept in \( E_h \)-normal form.

A solved form for \( E_h \)-Unifn is a set of \( E_h \)-equalities \( \{ x_1 = t_1, \ldots, x_n = t_n \} \), where each \( x_i \) is a solved variable, each \( t_i \) is a usual term. (Note: a variable \( x \), in a set of equality constraints, is said to be solved iff \( x \) appears only once, and as the lhs of an equation of the form \( x = t \) with \( t \) a term.) A solved form for \( s = t \) is denoted as \( nfs(s = t) \). We shall be showing below that two terms \( s \) and \( t \) are unifiable modulo \( E_h \) if and only if there exists a solved form for \( s = t \).

For any given set of \( E_h \)-unification problems \( \Gamma \), let \( wvars(\Gamma) \) be the number of distinct unsolved variables in \( \Gamma \). For any equality \( S \) appearing in \( \Gamma \), let \( Terms(S) \) be the multiset \( \{ s \mid s \text{ appears in } S \} \); and let \( Unifns(Terms(\Gamma)) \) be the multiset \( \{ Terms(S) \mid S \in \Gamma \} \). We then define a measure \( M(\Gamma) \) for the cap unification problem \( \Gamma \) as the lexicographic pair \( (wvars(\Gamma), Unifns(Terms(\Gamma))) \).

**Lemma 3.** Let \( \Gamma \) be any set of \( E_h \)-unification problems. All the above inference rules for Unification modulo \( E_h \) reduce \( M(\Gamma) \).

**Proof.** We show that the Homomorphic Pattern rules reduce \( M(\Gamma) \); it is straightforward that all the other rules reduce the measure.

No rule in Homomorphic Pattern increases the number of unsolved variables. We show that, if any of the above rules increases \( Unifns(Terms(\Gamma)) \), then it must decrease \( wvars(\Gamma) \).

Among the inference rules, Shaping is the only one that can increase \( Unifns(Terms(\Gamma)) \), since a variable \( x \) gets then replaced by \( E(x', k_1, \ldots, k_n) \), where \( x' \) a new variable.

To show this, we first observe that the Shaping rule cannot be applied if \( s = x \), where \( s \) and \( x \) are as in the Shaping Rule: indeed, in that case, let \( q_1 \) be the position of \( x \) in the entire term on the LHS, say \( T_1 \), and \( q_2 \) the position of \( s \) in the term on the RHS, say \( T_2 \). Then \( \text{pos}(q_2, T_2) = \epsilon \), so \( \text{pos}(q_2, T_2) \) is a prefix of \( \text{pos}(q_1, T_1) \). Also, \( \text{pos}(q_1, T_1) < \text{pos}(q_2, T_2) \). Therefore, \( T_1 \) and \( T_2 \) are out of phase on \( x \), so we would have failed.

Therefore, we will assume that \( s \neq x \) when the Shaping rule is applied. This means that the Shaping rule can be applied only finitely many times before some Parsing rule is triggered. This is because any application of the Shaping rule gives rise to at least one of the \( t_i \)'s having at least \( n \) encryption keys \( (n \text{ as in the formulation of the Shaping rule}) \), so the Parsing rule will eventually become applicable.

Consider then the application of the Parsing Rule, where \( s \) is now as in the formulation of the Parsing Rule. By definition of \( E_h \), we require that the top symbol of \( s \) is not \( e \). Since the terms are in normal form, the top symbol of \( s \) cannot be \( p \). Therefore \( s \) must be a variable or a constant. If \( s \) is a variable, then Variable Substitution is immediately applied, reducing the number of unsolved variables. If \( s \) is a constant \( c \), then suppose that Shaping has added a new variable \( x' \). So the result of shaping will either be of the form \( p(r_1, r_2) = c \), in which case we will fail, or it will be of
the form \( x' = c \), in which case Variable Substitution will be applied, and the number of unsolved variables will decrease. (Note that Shaping will have to be applied \textit{en bloc} with Parsing, by assumption.)

The next two lemmas show that \( \mathcal{E}_0 - \text{Unifn} \) is sound and complete. As usual, we write \( \Gamma \Rightarrow \Gamma' \) if the problem \( \Gamma' \) is derived from the problem \( \Gamma \) by applying one of the inferences.

**Lemma 4.** Let \( \sigma \) be any term substitution. If \( \Gamma_1 \Rightarrow \Gamma_2 \) and \( \sigma \) is a solution for \( \Gamma_2 \), then \( \sigma \) is also a solution for \( \Gamma_1 \).

**Proof.** We show the soundness of Homomorphic Pattern rules, the soundness of all the other rules being straightforward. Specifically we show that the Parsing rule of Homomorphic Pattern is sound.

Now, according to the homomorphic encryption theory, 
\[
p(e(t_1, k_1), e(t_2, k_2)) = e(s, k)\] if and only if \( s = p(t_1, t_2) \), and \( k_1 = k, k_2 = k \). This can be generalized without difficulty to 
\[
P(e(E(t_1, k_{11}, \ldots, k_{1m_1})), \ldots, E(t_i, k_{i1}, \ldots, k_{im})) = E(s, k_1, \ldots, k_m)\] if and only if \( s = P(t_1, \ldots, t_n), k_{11} = \ldots = k_{n1} = k_1, \ldots, k_{1m} = \ldots = k_{nm} = k_m \), where \( v \) is any legal bit string sequence.

**Lemma 5.** Let \( \Gamma_1 \) be a set of unification problems that is not in solved form, and \( \sigma \) a term substitution. If \( \sigma \) is a solution of \( \Gamma_1 \), then there exists a \( \Gamma_2 \) such that \( \Gamma_1 \Rightarrow \Gamma_2 \) and \( \sigma \) can be extended to a solution of \( \Gamma_2 \).

**Proof.** Consider any unsolved unification problem \( c \) in \( \Gamma_1 \), of the form \( s = t \). If \( s \) or \( t \) is a variable, Variable Substitution applies. If neither of them is a variable and they have the same function symbols on top, then Std Decomposition applies.

So we assume they have different function symbols on top; then Homomorphic Pattern rules apply. Suppose then the equation \( s = t \) is of the form:
\[
P_e(E(t_1, k_{11}, \ldots, k_{1m_1}), \ldots, E(t_i, k_{i1}, \ldots, k_{im}))
\]

**Case 1:** Suppose there is an \( i, 1 \leq i \leq l \), with \( m_i < m \).

**Case 1.a) Case where \( t_i \) is a variable:**

**Case 1.a.i):** Suppose \( t_i = s' \). Then \( s \) and \( t \) are out of phase on the variable \( t_i \). So, the Failure Rule (i) applies.

**Case 1.a.ii):** Suppose \( t_i \neq s' \). Then Shaping applies. Clearly, any solution to \( \Gamma_2 \) can be extended to a solution of \( \Gamma_1 \).

**Case 1.b) Case where \( t_i \) is not a variable:** Then Failure Rule (ii) applies. The term \( t_i \) cannot be a \( p \)-term, because \( s \) is in normal form modulo \( \mathcal{E}_0 \). So \( t_i \) must be a constant.

Let \( q_2 \) be the position of \( s' \) in \( t \). No instance of \( s \) can have a term at position \( q_2 \) by Lemma 2, thus the equation \( s = t \) has no solution.

**Case 2:** For all \( i, m_i \geq m \). In this case, Parsing applies, and the solution to \( \Gamma_2 \) is a solution of \( \Gamma_1 \), because the equation \( \mathcal{E}_0 \) implies that 
\[
P_e(E(x_1, z_1, \ldots, z_m), \ldots, E(x_n, z_1, \ldots, z_m)) = P_e(E(x_1, z_1, \ldots, z_m), \ldots, E(x_n, z_1, \ldots, z_m)).
\]

**Lemma 6.** Let \( \Gamma \) be a set of unification problems, \( \sigma \) any substitution solution for \( \Gamma \) modulo \( \mathcal{E}_0 \). Then there is a solved form \( \sigma' \) for \( \Gamma \), produced by \( \mathcal{E}_0 - \text{Unifn} \), that generalizes \( \sigma \), and \( \sigma' \) only contains variables in \( \Gamma \).

**Proof.** By Lemma 5, the inference steps of \( \mathcal{E}_0 - \text{Unifn} \) preserve solutions. Lemma 3 shows that \( \mathcal{E}_0 - \text{Unifn} \) terminates.

Only the Shaping rule introduces new variables. By the argumentation of Lemma 3, the Shaping rule always triggers the Parsing rule, which gets rid of the introduced variables.

We close this section with an example, which shows why we need to keep the equations of our problems in \( \mathcal{E}_0 \)-normal form:

**Example:** Consider the following \( \mathcal{E}_0 \)-unification problem:
\[
e(p(x, y), k) = e(e(w, k), k).
\]

Its term to the right (with 2 keys) is in normal form; and the term to the left, with one key, is not in normal form. Shaping appears inapplicable, but Failure rule (ii) is. However, the equation in \( \mathcal{E}_0 \)-normal form actually reads:
\[
e(p(x, k), e(y, k)) = e(e(w, k), k),
\]

to which neither of the Failure rules applies, but Shaping does apply. After some Shaping inferences, followed by Variable Substitution, the problem becomes:
\[
x = e(x', k), y = e(y', k),
\]
\[
p(e(e(x', k), e(y', k)), k) = e(e(w, k), k).
\]

Parsing then solves the problem as:
\[
w = p(x', y'), x = e(x', k), y = e(y', k)
\]

### 5. ACTIVE DEDUCTION MODULO \( HE \)

We turn our attention now to active deduction modulo our theory \( HE \), and present an inference system to solve a set of cap constraints modulo \( HE \). The idea is to formulate its rules as ‘calling’ the \( \mathcal{E}_0 \)-Unifn rule of the previous section. Such an inference system will be shown to be sound and complete for \( HE \).

For the rest of the section, \( SYM \) will stand for either \( \text{sig}(HE) \) or \( \{p, \pi_1, \pi_2\} \). The inference system for active deduction modulo \( HE \), denoted as \( \mathcal{T}_D \), consists of the rules given below, where \( \Gamma \) stands for any set of cap constraints. The inferences will be applied \textit{starting with an initial set of cap constraints modeling the protocol clauses}, so containing no equality constraints. Equality constraints that may have to be considered during the inferences will all be over \( \mathcal{E}_0 \), so ‘\(-\text{Unifn}\)’ will stand for equality modulo \( \mathcal{E}_0 \). A \( SYM \) that appears in the premise and the conclusion of any rule, stands for the same given symbol set.

**Projection:**
\[
\Gamma \cup \{S \cup p(t_1, t_2)\} \vdash_{p(SYM,HE)} \Gamma \cup \{S \cup \{t_1, t_2\} \vdash_{p(SYM,HE)} \}
\]

**Decryption:**
\[
\Gamma \cup \{S \vdash_{p(SYM,HE)} \} \vdash_{p(SYM,HE)} \Gamma \cup \{S \vdash_{p(SYM,HE)} \} \cup \{S \vdash_{p(SYM,HE)} \}
\]

if \( d \in SYM \).

**Degeneracy:**
\[
\Gamma \vdash_{p(SYM,HE)} \Gamma
\]
if $S = \{s_1, \ldots, s_n\}$, and $\tau = nf(s_i = t) \neq \bot$
for some $i$ in $\{1, \ldots, n\}$.

**Homomorphic Deduction:**

\[
\frac{\Gamma \cup \{S \cup \{e(s_1, t_1), e(s_2, t_2), \ldots, e(s_n, t_n)\} \upmodels_{(SYM,HE)} e(s, t)\}}{\Gamma \cup \{S \cup \{s_1, s_2, \ldots, s_n\} \upmodels_{(p_1, p_2, HE)} s\} \Rightarrow \tau}
\]

where $\tau$ is some $nf\{\{t_1 = t\} \cup \{t_2 = t\} \cup \cdots \cup \{t_n = t\}\}$.

**Cap Decomposition:**

\[
\frac{\Gamma \cup \{S \upmodels_{(SYM,HE)} f(t_1, \ldots, t_m)\}}{\Gamma \cup \{S \upmodels_{(SYM,HE)} f(t_1 \mid \cdots \mid f(t_n, t_m)\} \text{ if } f \in SYM.}
\]

**Variable Substitution:**

\[
\frac{\Gamma}{\Gamma_{\sigma}}
\]

where (i) $x \in \text{Vars}(\Gamma)$, $\sigma : x \mapsto P_{\sigma}(t_1, \ldots, t_n)$ for a legal bit string sequence $v$ of length $n$;
(ii) and the $t_i$'s are distinct, non-variable terms in the LHS of the constraints in $\Gamma$, such that $x \notin \text{Vars}(t_i), 1 \leq i \leq n$.

The Degeneracy rule corresponds to the case where one of the terms to the left of a cap constraint in $\Gamma$ is $E_{\lambda}$-unifiable with the term to the right of that constraint; this rule is to be applied eagerly. The inference rules of $I_D$ are don’t-know nondeterministic: i.e., for completeness, they may all have to be tried, in turn. As usual, we write an inference as a transformation $\Gamma \Rightarrow_{I_D} \Gamma'$ on sets of cap constraints. We shall show below that $I_D$-derivations – which are, by definition, sequences of such transformations – terminate and are sound; and also that $I_D$ is complete for satisfiability; i.e., if $\Gamma$ is solvable, then there is an $I_D$-derivation from $\Gamma$ to an empty set of cap constraints $\Gamma'$.

### 5.1 Termination

For termination and for completeness, there are certain typical protocol properties that will be required. The properties that we formulate now, are true for all usual protocols; they will be shown to be preserved under the inferences $I_D$.

**Definition 7.** A set of cap constraints $\Gamma = \{S_1 \upmodels_{(SYM,HE)} t_1, \ldots, S_n \upmodels_{(SYM,HE)} t_m\}$ is said to satisfy the Standard Protocol Property, iff the following two conditions are satisfied:

1. The Variable Introduction property: Let $1 \leq j \leq m$, and $x$ any variable that appears in $S_j$; then there exists $i, 1 \leq i \leq n, i \neq j$, such that $t_i = x$.
2. The Constructor property: None of the symbols $d, \pi_1, \pi_2$ appears in $\Gamma$.

We shall assume that the initial set of cap constraints modeling the protocol rules have the Standard Protocol Property: Variable introduction means that a principal’s actions are determined by the messages (s)he receives or deduces. The constructor property says that the protocol clauses do not contain functions that destruct data.

Our purpose in this subsection is to show the termination of any $I_D$-derivation. For that, we first need to show that $I_D$-derivation sequences preserve the Standard Protocol Property.

**Lemma 7.** Let $\Gamma_0, \Gamma_1, \ldots, \Gamma_n$ be an $I_D$-derivation, where $\Gamma_0$ has the Variable Introduction property. Then $\Gamma_n$ also has the Variable Introduction property.

**Proof.** We will show that if $\Gamma \Rightarrow_{I_D} \Gamma'$, and $\Gamma$ has the Variable Introduction property, then so does $\Gamma'$. By inspection of all the inference rules, if some occurrence of a variable disappears, then that variable has to be instantiated. We consider two cases:

- Case 1: If no variable in $\Gamma$ is instantiated, then all occurrences of all variables in $\Gamma$ still remain in $\Gamma'$. The statement is trivially true.
- Case 2: If some variable is instantiated, that variable will be instantiated everywhere, according to our inference rules. So there will be no occurrence of that variable in $\Gamma'$. The statement is also true in this case.

**Lemma 8.** Suppose $\Gamma$ has the Constructor property, and $\Gamma \Rightarrow_{I_D} \Gamma'$. Then $\Gamma'$ also has the Constructor property.

**Proof.** By inspection of the inference rules, any symbol appearing in the conclusion of an inference has to appear already in its premise.

**Proving Termination:**

For any set $\Gamma$ of cap constraints, we define: $nvars(\Gamma) = |\{x \mid x \text{ appears in } \Gamma\}|$. For any cap constraint $S$ appearing in $\Gamma$, let Terms$(S)$ be the multiset $\{s \mid s \text{ appears } S\}$, and Constraints$(\Gamma)$ be the multiset $\{\text{Terms}(S) \mid S \in \Gamma\}$. We then define the measure of $\Gamma$ as the lexicographically ordered pair: $M(\Gamma) = (nvars(\Gamma), \text{Constraints}(\Gamma))$. This measure is well-founded. We show now that it is reduced by every $I_D$-inference.

**Lemma 9.** If $\Gamma$ has the Standard Protocol property, and if $\Gamma \Rightarrow_{I_D} \Gamma'$, then $M(\Gamma') < M(\Gamma)$.

**Proof.** Projection and Decryption do not increase the first component, but reduces the second component. By Lemma 6, Homomorphic Deduction, Degeneracy and Cap Decomposition do not increase the first component. Actually, Homomorphic Deduction either reduces the first component, or does not increase the first component, but reduce the second component. Degeneracy and Cap Decomposition do not increase the first component, but reduce the second component. The Variable Substitution rule reduces the first component: indeed, it replaces any variable $x$ by a term not containing $x$, and also not containing any fresh variables.

**Theorem 1.** Suppose $\Gamma$ is a constraint set satisfying the Standard Protocol property. Then every $I_D$-derivation from $\Gamma$ is finite.

**Proof.** The well-founded measure $M(\Gamma)$ decreases at each inference.
5.2 $I_D$ is Sound and Complete

$I_D$ is Sound: We only prove the soundness of the Homomorphic Deduction rule. The soundness of the other rules of $I_D$ should be straightforward.

**Lemma 10.** Let $\Gamma$ be a constraint set, and $\Gamma'$ the constraint set derived from $\Gamma$ by Homomorphic Deduction. If a substitution $\sigma$ satisfies $\Gamma'$, it also satisfies $\Gamma$.

**Proof.** We consider all the ground instances of the Homomorphic Deduction rule. We show that if there exists $u$ such that $u \in \text{Cap}(\{s_1, s_2, \ldots, s_n\}, \{p, \pi_1, \pi_2\})$, then $e(u, t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$.

The proof is by induction on the structure of $u$. Base case: suppose $u$ is $s_i$, for some $1 \leq i \leq n$, then the above statement is trivially true. In the general case, $u$ can be made up from elements in $\{s_1, s_2, \ldots, s_n\}$ by using caps in $\{p, \pi_1, \pi_2\}$, so we consider three cases for the inductive argument:

Case i): Suppose $u$ is $p(u_1, u_2)$, where $e(u_1, t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$, and $e(u_2, t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$.

We have to show that $e(p(u_1, u_2), t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$. Because $e(u_1, t)$ and $e(u_2, t)$ are both in the cap closure, we get that $e(p(u_1, t), e(u_2, t))$ is in the cap closure. Because of $HE$, $e(p(u_1, u_2), t)$ is also in the cap closure.

Case ii): Suppose $u$ is $\pi_1(u_1)$, where $u_1 = p(w, w')$ for some ground terms $w, w$, and suppose $e(u_1, t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$.

In other words, we want to show that $e(w, t)$ is in the cap closure; this follows because $e(u_1, t) = e(p(w, w'), t)$ is in the cap closure, and because of $HE$.

Case iii): Suppose $u$ is $\pi_2(u_1)$, where $u_1 = p(w, w')$ for some ground terms $w, w'$, and suppose $e(u_1, t) \in \text{Cap}(\{e(s_1, t), e(s_2, t), \ldots, e(s_n, t)\}, \text{SYM})$.

We conclude here exactly as in Case ii.

**Proposition 1.** Let $\Gamma_0$ be a set of cap constraints satisfying the Standard Protocol property. Suppose $\Gamma_0, \Gamma_1, \ldots, \Gamma_n$ is an $I_D$-derivation, and $\sigma$ a substitution that satisfies $\Gamma_n$; then $\sigma$ satisfies $\Gamma_0$.

**Proof.** Suppose $\sigma$ satisfies $\Gamma_{i+1}$; observe then that no inference rule, from step $i$ to step $i+1$, adds any constraint that can be inconsistent with $\Gamma_i$; it follows that $\sigma$ also satisfies $\Gamma_i$.

$I_D$ is Complete.

We turn our attention now to showing that $I_D$ is ‘satisfiability-complete’ for active deduction modulo $HE$; and for that, we need our theory to be convergent. So we extend $HE$ by adding a single ‘meta’-reduction rule, to get the following theory, that we denote as $HE^+$:

\[
\begin{align*}
\pi_1(p(x, y)) & \to x \\
\pi_2(p(x, y)) & \to y \\
d(e(x, y), y) & \to x \\
e(p(x, y), z) & \to e(p(x, z), e(y, z)) \\
d(P_e(e(x_1, z), \ldots, e(x_n, z)), z) & \to P_e(x_1, \ldots, x_n)
\end{align*}
\]

where $v$ is any legal bit string sequence of length $n$.

The following lemma is immediate:

**Lemma 11.** $HE^+$ is convergent, and is equivalent to $HE$.

We observe next that the $E_3$-Unifin algorithm of Section 4 is complete for solving cap constraints modulo $HE^+$ (or, equivalently: modulo $HE$):

**Lemma 12.** Let $\Gamma$ be a set of cap constraints, $s$ and $t$ any two terms appearing in $\Gamma$, and let $\sigma$ be a $HE^+$-normalized substitution. Then $\sigma$ is a unifier of $s$ and $t$ modulo $HE^+$ if and only if $\sigma$ is a unifier of $s$ and $t$ modulo $E_3$.

**Proof.** $HE^+$ being convergent, we can solve $s = t$ modulo $HE^+$ by using narrowing. By Lemma 8, $d, \pi_1, \pi_2$ do not occur in $s$ or $t$, so the narrowing process will only use the single rule of $E_3$.

In the sequel, we shall be needing the following notion of a minimal solution for a set of cap constraints $\Gamma$.

**Definition 8.** Given two solutions $\sigma, \tau$ for a set of cap constraints $\Gamma$, $\sigma$ is said to be smaller than $\tau$ iff $|\sigma| \leq |\tau|$ for every variable $x$ appearing in $\Gamma$. (For any term $t$, its size is denoted $|t|$.) A solution $\sigma$ is minimal iff no solution is strictly smaller than $\sigma$.

**Lemma 13.** Let $S_{(SYM,HE)}$ be a cap constraint with the constructor property, that admits as minimal solution a ground substitution $\sigma$ in $HE^+$-normal form. Then for any variable $x$, $x\sigma$ cannot contain the symbols $d, \pi_1, \pi_2$.

**Proof.** By assumption, there is a term $u \in \text{Cap}(S, SYM)$ such that $u\sigma \rightarrow_{HE^+} t\sigma$. Since $HE^+$ is convergent, there exists then a ground term $w$, and a $HE^+$-rewrite proof: $\sigma \rightarrow p \rightarrow \ldots \rightarrow t\sigma$. Now, by the constructor property, the only function symbols that can appear in $t$, and in the terms of $S$, are $‘p’$ and $‘e’$. Suppose some of these terms contained a variable $x$ such that $x\sigma$ contains one of the symbols $d, \pi_1, \pi_2$. Since $\sigma$ is assumed to be in $HE^+$-normal form, it follows that none of the innermost subterms of $u\sigma$ or $t\sigma$ with $d, \pi_1, \pi_2$ as top symbols can be reducible. So, such terms will remain as they are all along the rewrite proof; they can then be replaced by arbitrarily chosen constants, and we will get a solution for the constraint that is strictly smaller than $\sigma$ – contradicting the minimality assumption on $\sigma$ (cf. Definition 8).

A similar reasoning works also when the rewrite proof between $u\sigma$ and $t\sigma$ is trivial, i.e., $u\sigma$ and $t\sigma$ are identical: suppose, for instance, that a term with root symbol in $\{d, \pi_1, \pi_2\}$ appears at certain positions in the term $u\sigma$; then all these positions will have to be in the substitution $\sigma$; one can then construct (as above) a $\sigma'$ strictly smaller than $\sigma$, such that $u\sigma'$ and $t\sigma'$ are identical.
THEOREM 2. Let $\Gamma$ be a satisfiable set of cap constraints over $HE$, with the Standard Protocol Property. Then there is an $I_D$-derivation $\Gamma_0, \Gamma_1, \ldots, \Gamma_{n},$ such that: (i) $\Gamma_0$ is $\Gamma$, (ii) each $\Gamma_i$ is satisfiable, and (iii) $\Gamma_n$ is empty.

PROOF. We actually show the following: Let $\Gamma$ be any satisfiable, non-empty set of cap constraints over $HE$ (with the Standard Protocol Property), and $\sigma$ any given minimal ground solution for $\Gamma$; then there is an $I_D$-inference $\Gamma \Rightarrow \Gamma'$ such that $\sigma$ induces a solution for the set of cap constraints $\Gamma'$. For this, we may assume that $\sigma$ is a $HE^+$-normalized substitution.

Case 1: Consider first the case, where for some constraint $S_\sigma \vartriangleleft \Gamma$, the set $S$ contains a term with $'p'$ on top. In this case, the Projection inference of $I_D$ can be applied; it is easy then to derive from $\sigma$ a solution to the inferred cap constraint set $\Gamma'$, which proves our claim.

So we may assume henceforth, that for every cap constraint $S_\sigma \vartriangleleft \Gamma$, each term in $S$ is either a pure variable or a constant, or has $'e'$ as its top symbol. (Note: by Lemma 8, the symbols $d, \pi_1, \pi_2$ cannot appear in $\Gamma$.)

Case 2: Suppose then that for some cap constraint $S \vartriangleleft \Gamma$, the set $S$ contains only terms with $'e'$ on top, and $u$ is neither a variable nor a constant. We have two subcases here:

- case 2.1: Either the top symbol of the RHS term $u$ of the constraint is $'p'$; in which case, a Cap Decomposition inference is applicable to $\Gamma$;
- case 2.2: Or else the top symbol of the RHS term $u$ is $'e'$: in this subcase, (depending on the symbol set $SYM$) either Homomorphic Deduction or Decryption can be applied.

In both subcases, one can derive from $\sigma$ a solution for the inferred system $\Gamma'$.

Case 3: So, we assume henceforth, that in every cap constraint $S_\sigma \vartriangleleft \Gamma$, the set $S$ contains pure variables or constants, or has $'p'$ or $'e'$ on top.

Now, suppose $\Gamma$ contains a constraint $S_\sigma \vartriangleleft \Gamma$ where the term $u$ has $'p'$ or $'e'$ as top symbol; in such a case, one of the Degeneracy, Cap Decomposition, Decryption or Homomorphic Deduction inference rules can be applied to prove our claim. So we may assume that the RHS of all constraints in $\Gamma$ are either pure variables or constants. We have then two subcases to consider:

- Case 3.1: Suppose the RHS of all constraints in $\Gamma$ are constants. In this case, the terms to the left of any constraint in $\Gamma$ must all be ground terms, because of the Variable Introduction property. In this case, the Degeneracy rule applies and proves our claim.

- Case 3.2: So remains finally to consider the case where for some cap constraint in $\Gamma$, the RHS term is a pure variable.

Let $S_1 \vartriangleleft \Gamma, \ldots, S_r \vartriangleleft \Gamma$ be all the cap constraints in $\Gamma$, whose RHS are pure variables. For any $j, 1 \leq j \leq r$, let the $e$-height of $z_j$ (wrt the given solution $\sigma$) be defined as the number of times the symbol $'e'$ appears in the ground term $z_j$; we then choose the first index $p \in \{1, \ldots, r\}$ for which the $e$-height of $z_p$ is maximal. It follows that $z_p$ cannot appear at a non-root position in any of the terms in any of the sets $S_j, 1 \leq j \leq r$: indeed, due to our previous reductions, any term in an $S_j$ that contains $z_p$ at a non-root position would have $'e'$ as top symbol, and the corresponding RHS variable $z_j$ would be of a strictly bigger $e$-height. In other words, if $z_p$ appears in any of the $S_j$, then it is a member by itself of the set $S_j$.

Now, by assumption the substitution $\sigma$ solves each constraint in $\Gamma$, and in particular $S_p \vartriangleleft (SYM,HE) z_p$, with $p$ as chosen above; by Definition 4, this implies that $z_p \sigma$ is equal, modulo $HE$, to some term $t \in Cap(\{t_1, \sigma, \ldots, t_m \sigma\}, SYM)$, where the $t_1, \ldots, t_m$ are some non-variable terms (not containing $z_p$) over the LHS of the constraints in $\Gamma$; and this term $t$ must also be in $Cap(Sr, SYM)$ for every constraint in $\Gamma$ of the form $S_\sigma \vartriangleleft (SYM,HE) z_p$, i.e., whose RHS is $z_p$.

We then define a substitution $\theta : z_p \mapsto \rho_t(t_1, \ldots, t_m)$, where $\rho$ is some legal bit string sequence of length $m$, and apply the Variable Substitution inference to $\Gamma$, wrt $\theta$. The system thus inferred $\Gamma'$ is $\Theta$ with a smaller number of variables: $Vars(\Gamma') = Vars(\Gamma) \setminus \{z_p\}$. From the given minimal ground solution $\sigma$ for $\Gamma$, we then derive a ground substitution $\sigma'$ on the set of variables of $\Gamma'$, by setting $y\sigma' = y \sigma$, for every variable $y$ of $\Gamma'$.

The claim is that $\sigma'$ extends naturally to a solution for the constraint system $\Gamma'$. To prove this, note first that the RHS of any constraint in $\Gamma'$ is either a variable $\neq z_p$ of $\Gamma$, or is the term $\rho_t(t_1, \ldots, t_m)$. It is therefore obvious that $\sigma'$ solves any constraint in $\Gamma'$ whose RHS is a variable; so, we only need to consider a constraint in $\Gamma'$ of the form $S' \vartriangleleft (SYM,HE) \rho_t(t_1, \ldots, t_m)$, with $S' = S_\theta$, obtained by applying $\theta$ to a constraint in $\Gamma$ of the form $S_\sigma \vartriangleleft (SYM,HE) z_p$.

To prove our current claim, we may suppose $z_p \notin S$, or $P_t(t_1, \ldots, t_m) \notin S'$. Therefore $Sr = S' \sigma'$, and our above term $t \in Cap(\{t_1, \sigma, \ldots, t_m \sigma\}, SYM)$ is also in the cap closure $Cap(S' \sigma', SYM)$. Now, the symbols $p, \pi_1, \pi_2$ are in $SYM$ in all cases; on the other hand, by Lemma 13, they do not appear in $t$; these facts put together allow us to conclude that $\sigma'$ does induce a solution also for the cap constraint $S' \vartriangleleft (SYM,HE) \rho_t(t_1, \ldots, t_m)$ of the inferred system $\Gamma'$. $\square$

5.3 Illustrative Example - Contd.

In Section 3, we discussed the "NEEDHAM-SCHROEDER SYMMETRIC KEY PROTOCOL" and the attack on it based on homomorphism; we also saw how we generated the following cap constraints.

i. $\{A, B, Na\} \vartriangleleft (p(p(p(A, B), Na), e(p(Kab, A), Kba)), Ka) \vartriangleleft (p(p(p(A, B), Na), e(p(Kab, A), Kba)), Ka)\}$

ii. $\{A, B, Na\} \vartriangleleft (p(p(p(A, B), Na), e(p(Kab, A), Kba)), Kba) \vartriangleleft (p(p(p(A, B), Na), e(p(Kab, A), Kba)), Kba)\}$

To solve (i), we use Cap Decomposition twice and get the following constraints; each of them can be solved using Degeneracy.
To solve (ii), first we use Cap Decomposition:

Deduced constraint ii-1.
\[ \{ A, B, N_a \} \vdash (p, (x, y)) \]

Deduced constraint ii-2.
\[ \{ p(N_a, B), K_{ab} \} \vdash (p(K_{ab}, A), K_{ab}) \]
\[ \vdash (p, (x, y)) \]

Now, ii-1 can be solved by using Degeneracy: set \( x \) to \( N_a \). And ii-2 can be solved by using Homomorphic Deduction, Projection and Degeneracy:

(Homomorphic Deduction)
\[ \{ p(p(N_a, B), K_{ab}) \} \vdash (p(K_{ab}, A), K_{ab}) \]
\[ \vdash (p, (x, y)) \]

(Projection)
\[ \{ p(N_a, B), K_{ab} \} \vdash (p(K_{ab}, A), K_{ab}) \]
\[ \vdash (p, (x, y)) \]

(Degeneracy) \( \emptyset \)

6. CONCLUSION

There are two basic reasons why the approach presented in this paper works for active deduction modulo Homomorphic Encryption. One is that normalized narrowing wrt the system \( HE^+ \) (equivalent to \( HE \)) terminates; and the other is that such a narrowing allows us to ‘reduce’ deduction modulo \( HE \) to deduction modulo the subtheory \( E_h \), for which unification is essentially syntactic. It would be of interest to try to generalize our approach to other algebraic intruder theories for which similar reductions are possible, and to cases where the encryption schemes are assumed to satisfy certain group homomorphism properties. We also would like to mention a couple of other points:

i) The form of the rules of our rewrite system \( HE \) might lead to conclude that our approach would work only for symmetric encryption schemes; but it is not hard to adapt the system \( HE \) and the approach to handle asymmetric keys.

ii) The approach presented is appropriate for encryption based on ECB (Electronic Code Book) block chaining. A block chaining technique less vulnerable than ECB is CBC (Cipher Block Chaining); cf. e.g., [16]. Some works ([10]) have considered a version of homomorphism theory that is incomplete for such an encryption, i.e., might miss some attacks. The following convergent AC-rewriting system \( R_1 \) (where \( + = \text{XOR} \) is AC) models such an encryption:

\[ \begin{align*}
  x + 0 & \rightarrow x, \\
  x + x & \rightarrow 0, \\
  p_1(\text{cons}(x, y)) & \rightarrow x, \\
  p_2(\text{cons}(x, y)) & \rightarrow y, \\
  \text{dec}(\text{enc}(x, y), w) & \rightarrow x, \\
  \text{cbc}(\text{cons}(x, y), z, w) & \rightarrow \\
  \text{cons}(\text{enc}(z + x, w), \text{cbc}(y, \text{enc}(z + x, w), w)) & \rightarrow \\
  \text{cbc}(\text{nil}, z, k) & \rightarrow \text{nil}
\end{align*} \]

Here \( \text{cbc}(ls, vs, k) \) stands for the encryption, with \( k \) as key, of the list \( ls \) of message blocks, with \( vs \) as padding vector; while \( \text{enc}(m, k) \) (resp. \( \text{dec}(m, k) \)) stands for message block \( m \) encrypted (resp. decrypted) with key \( k \). Passive deduction modulo \( R_1 \) can be shown to be decidable, by extending the results of [1] to AC-rewriting. Refining the approach of our current paper, into one that would be complete for active deduction modulo \( R_1 \), is part of ongoing work.

In this paper we have given an algorithm for a homomorphic operator over a free theory, which models the ECB encryption algorithm. This is just a first step in modeling encryption algorithms. We hope to extend our result to homomorphic operators over more expressive theories, and more useful for cryptographic protocol analysis.
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